
Quick Background

Medicaid is a means-tested health insurance program.

Provides coverages for a lot of Americans.

Began in 1965 as part of the “War on Poverty”. Mostly as an
afterthought (Medicare was a bigger deal)

Many (most) recipients can automatically qualify by being in
AFDC/TANF.

Staggered adoption by states across years
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Quick Background

Some basic Public Econ-related questions:

Why provide health insurance instead of cash?
Labor supply effects? (as with any means-tested program)
Good to target the relatively sick with social welfare money? Lifestyle
effects?
What good does is do?

More doctor’s visits?
Improved health?
Lower mortality?
Less financial strain of health events?
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What’s the question?

How did medicaid introduction impact child mortality?
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Goodman-Bacon 2018

What’s the contribution? Why is it interesting?

Uses unique identification strategy to measure child mortality response.

Prior AFDC receipt rates. High vs. low eligibilty states (dosage
response)

Mortality is an important (the most imporant?) health outcome.
Instead of looking at expansions, focuses in initial introduction.

Isolates effect among the poorest. These are (presumably) the families
we most care about creating the program for.

Note: incredibly thorough usage of data. Nothing proprietary! Nothing
fancy. Just a lot of hard work. You guys could write this!
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Notice the large jump in publicly insured children in the late 1960s/early
70s.

Figure 1. The Share of Uninsured and Publicly Insured Children, 1950-2012 

 
Notes: The figure plots the share of children ages 0-19 that received some form of means-tested public insurance or were uninsured 

between 1950 and 2012. The 1963, 1968, and 1974 data come from ICPSR National Health Interview Survey files, and the 1976-2012 data 

come from the Integrated Health Interview Survey. NHIS/IHIS estimates of uninsurance are shown in closed blue circles, and estimates of 

public insurance (including Medicaid and the State Children’s Health Insurance Program) are shown in the solid line. Children are 

classified as having no insurance if they report no hospital insurance, surgical insurance, or doctor insurance and (in 1968 and 1974) if they 

do not list coverage through “Medicare, Medicaid or welfare” as a reason for not having insurance (children with missing or unknown 

insurance status are excluded). The share of uninsured children in the SHSUE is calculated using direct questions on the number of health 

insurance policies. In 1970, children who report expenditures paid by “public aid (receiving welfare payments), Medicaid (receiving no 

welfare payments), and/or free or part pay clinic or public hospital services” are counted as insured. The open squares and triangles are 

based on administrative data and show the ratio of unduplicated annual counts of Medicaid child recipients (rather than enrollees) to the 

population ages 0-19. The Center for Medicare and Medicaid Services (CMS) data are from the 2012 Medicare and Medicaid Statistical 

Supplement, Table 13.4. Population denominators are from the SEER and the 2000-2010 intercensal population estimates. This share is set 

to zero in 1950, when federal participation in medical costs of welfare recipients was first authorized. Sources: DHEW (various years); 

Center for Medicare and Medicaid Services (2012); Center for Health Administration Studies and National Opinion Research Center 

(1984a, 1984b); United States Department of Health and Human Services, Centers for Disease Control and Prevention, and National Center 

for Health Statistics (2010a, 2010b, 2010c); Minnesota Population Center and State Health Access Data Assistance Center (2012). 
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Lets walk through how he does it and what he finds:
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Goodman-Bacon 2018

First question: uses variation in prior AFDC eligibilty by state as
exogenous variation.

Is this exogenous?
Differential trends or levels in health or economic variables?
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Nope! (surprising to me). Looking like credible variation so far.

39 

 

Table 1. Balancing Test: The Relationship between Initial AFDC Rates and Pre-Medicaid State 

Characteristics in Levels and Trends 

 (1) (2) (3)  (4) (5) (6) 

 Nonwhite  White 

Dependent Variable 

Pre-

Medica

id 

Mean 

Level 

(𝐴𝐹𝐷𝐶𝑠
∗) 

Trend 

(𝐴𝐹𝐷𝐶𝑠
∗×Year) 

  

Pre-

Medicaid 

Mean 

Level 

(𝐴𝐹𝐷𝐶𝑠
∗) 

Trend 

(𝐴𝐹𝐷𝐶𝑠
∗×Year) 

 A. Demographic Outcomes 1950-1965 (measured by race) 

Child Mortality 425.5 1.75 0.13  206.8 2.22 0.06 

  [2.61] [0.15]   [2.83] [0.71] 

Infant Mortality 40.6 0.08 0.01  21.5 0.05 -0.03 

  [0.22] [0.01]   [0.22] [0.07] 

Very Low Birth Weight 23.2 0.12 0.0004  10.1 -0.09 -0.01 

  [0.17] [0.0066]   [0.15] [0.01] 

Low Birth Weight 138.6 -0.38 -0.07  71.6 2.23 -0.10 

  [0.44] [0.04]   [1.87] [0.08] 

 B. Socioeconomic Outcomes 1950 and 1960 (measured by race) 

Poverty (0-14) 56.7 -0.80 -0.02  20.2 -0.53 -0.07 

  [0.75] [0.02]   [3.0] [0.10] 

Living w/o Father (0-14) 29.2 0.11 -0.009  7.4 1.00 0.03 

  [0.13] [0.017]   [0.43] [0.03] 

Median Earnings (25-44) 2,999 30.64 2.51  4,675 132.10 12.37 

  [37.67] [1.69]   [217.80] [12.45] 

Grade 12+ (25-44) 34.2 0.25 0.001  58.3 1.46 -0.03 

  [0.45] [0.01]   [2.41] [0.07] 

AFDC Benefit (1967) 153.9 2.91   147.4 10.85  

  [1.33]    [10.41]  

 C. Other Outcomes (not measured by race) 

Log Public Exp. per 1,000 

(1932, 42, 62) 
-1.8 0.021 -0.001  -1.8 0.12 -0.005 

  [0.03] [0.001]   [0.25] [0.006] 

Hospital Beds per 1,000 

(1950-1965) 
4.9 0.03 -0.001  4.9 0.09 <0.0001 

  [0.03] [0.001]   [0.20] [0.0119] 

Hospital Ins. per 1,000 

(1952-1965) 
817.9 0.68 -0.32  817.9 -12.78 0.74 

  [4.70] [0.26]   [29.56] [1.74] 

Medical Ins. per 1,000 

(1952-1965) 
591.2 7.62 -0.04  591.2 51.56 -0.19 

    [4.65] [0.38]     [29.36] [2.43] 

Notes: The table presents (weighted) estimates from the following model: 𝑦𝑠𝑡 = 𝛼 + 𝛽0𝐴𝐹𝐷𝐶𝑠
∗  +  𝛽1𝐴𝐹𝐷𝐶𝑠

∗ × (𝑦 − 𝑦𝑃𝑅𝐸) +

𝑢𝑠𝑡. 1965 is the latest pre-Medicaid year (𝑦𝑃𝑅𝐸) except in panel B (1960) and the last row of panel C (1962). 𝛽0 is the 

relationship between 𝐴𝐹𝐷𝐶𝑠
∗ and levels of each variable in 𝑦𝑃𝑅𝐸 (cols 2 and 5). 𝛽1 is the relationship between 𝐴𝐹𝐷𝐶𝑠

∗ and linear 

trends in each variable (cols 3 and 6). Sources: DHHS/NCHS Multiple Cause of Death Files (1959-1965); Vital Statistics of the 
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Goodman-Bacon 2018

Event Study estimation strategy:

12 

 

variables in the mid-20th century, the trends are uncorrelated with “initial” AFDC rates just prior 

to Medicaid. The null relationship in levels also suggests that 𝐴𝐹𝐷𝐶𝑠
∗ will not capture 

heterogeneity in Medicaid’s effect due to pre-existing insurance rates (Finkelstein and McKnight 

2008) or providers’ ability to serve new public insurance recipients.  

While 𝐴𝐹𝐷𝐶𝑠
∗ fails to predict a wide range of state characteristics, figure 2 shows that it 

strongly predicts public insurance use. The dashed lines plot children’s public insurance 

utilization in high- and low-eligibility states (defined by the median overall AFDC rate). The 

difference between high- and low-AFDC states before Medicaid implementation was small 

(0.005, s.e. = 0.002) but rose to 0.05 (s.e. = 0.006) after Medicaid was fully implemented.  

A. Event-Study Specification using Medicaid Implementation and 𝐴𝐹𝐷𝐶𝑠
∗ 

Equation (1) describes an event-study specification (Jacobson, LaLonde, and Sullivan 1993) 

for demographic group 𝑘 where pre/post treatment is defined by dummy variables that measure 

the time relative to Medicaid implementation, 1{𝑡 − 𝑡𝑠
∗ = 𝑦} (i.e., “event-time”), and 

treatment/control groups are defined by the continuous value of initial AFDC rates, 𝐴𝐹𝐷𝐶𝑠
∗.19F

19 

 ln(𝐴𝑆𝑀𝑅𝑠𝑡
𝑘 ) = 𝒙𝒔𝒕

′ 𝜷𝒌 + 𝐴𝐹𝐷𝐶𝑠
∗ [ ∑ π𝑦

𝑘1{𝑡 − 𝑡𝑠
∗ = 𝑦} + 

−2

𝑦=−17

∑ γ𝑦
𝑘1{𝑡 − 𝑡𝑠

∗ = 𝑦}

10

𝑦=0

] + 𝑒𝑠𝑡
𝑘  (1) 

My preferred specification of 𝒙𝒔𝒕
′  includes per capita income, per capita hospital beds, state fixed 

effects, and nonparametric controls for two kinds of time-varying unobservables: region-by-year 

fixed effects, and a separate set of year fixed effects for each Medicaid timing group. I modify 

the four census regions to match the definition of the South in Chay, Guryan, and Mazumder 

                                                           
19 I use AFDC rates for women because this is the appropriate measure of eligibility for the infant (especially 

neonatal) mortality regressions. The results for non-infant children are unchanged when I use child AFDC rates. 
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Next (First stage): Does AFDC usage rates predict Child Pubic
Insurance Usage in pre- vs. post- Medicaid?

Need this to show Medicaid increased insurance coverage, working
through the AFDC channel.
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Yep! In high AFDC states, child insurance coverage jumped by almost four
percentage points following Medicaid introduction.

41 

 

Table 2. First-Stage Estimates: The Relationship between Initial AFDC Rates and Children’s 

Public Insurance Use 

  (1) (2) (3) (4) (5) 
Dependent Variable is Share 

of Children Who Used Public 

Insurance by Type of 

Service: 

Any Hospital Doctor Drugs Dental 

 A. Grouped Event-Study Estimates 

Pre-Medicaid      

 (Years -3 to -2)×𝐴𝐹𝐷𝐶𝑠
∗ 0.26 -0.009 0.08 0.21 0.002 

  [0.36] [0.04] [0.17] [0.23] [0.095] 

Post-Medicaid      

 (Year 0)×𝐴𝐹𝐷𝐶𝑠
∗ 3.80 0.42 2.04 2.11 0.67 

 [1.18] [0.11] [0.47] [0.51] [0.38] 

 (Years 1 to 4)×𝐴𝐹𝐷𝐶𝑠
∗ 4.26 0.29 2.38 2.75 0.87 

 [0.93] [0.15] [0.44] [0.52] [0.29] 

 (Years 5 to 6)×𝐴𝐹𝐷𝐶𝑠
∗ 4.28 0.14 1.66 2.22 0.75 

 [1.03] [0.24] [0.73] [0.72] [0.29] 

DD Test (p-value) 0.44 0.77 0.52 0.01 0.55 

      

 B. Difference-in-Differences Estimates 

Post-Medicaid×𝐴𝐹𝐷𝐶𝑠
∗ 3.83 0.37 2.14 2.26 0.76 

 [0.94] [0.09] [0.44] [0.46] [0.28] 

 Bootstrap p-value (0.003) (0.001) (0.001) (0.002) (0.008) 

Post-Medicaid Utilization 10.80 1.10 7.29 5.88 2.29 
Notes: Panel A presents estimated coefficients on the interaction between groups of time-to-Medicaid dummies 

(1{𝑡 − 𝑡𝑠
∗ ∈ [𝑎, 𝑏]}) and the initial AFDC rate (𝐴𝐹𝐷𝐶𝑠

∗). The model includes per capita hospitals and hospital beds; per capita 

income; and state, region-by-year, and Medicaid-timing-by-year fixed effects. Estimates are weighted by state populations. The 

public insurance data measure the share of all children 0-19 (not measured by race) who used medical services paid for by a 

means-tested public insurance program from 1963-1976. The earliest balanced event-year is three years before Medicaid began, 

but the estimates are not sensitive to imposing a value of zero before 1950, the first year federal cost sharing in medical vendor 

payments was authorized. The estimates are normalized to zero in the year before Medicaid implementation. Both 𝐴𝐹𝐷𝐶𝑠
∗ and 

public insurance utilization rates range from 0-100, so the coefficients give the effect in percentage points of a one percentage 

point difference in initial AFDC-based Medicaid eligibility. Standard errors, clustered by state, are in brackets. The row labeled 

“DD Test” contains the p-value from an F-test of the constant-coefficient difference-in-differences restrictions: the pre-Medicaid 

coefficient is zero and post-Medicaid coefficients (not including year zero) are equal to each other. The estimates of this 

specification are presented in panel B. The (Years -3 to -2)×𝐴𝐹𝐷𝐶𝑠
∗ variable is omitted, (Year 0)×𝐴𝐹𝐷𝐶𝑠

∗ is included (but not 

shown), and Post-Medicaid×𝐴𝐹𝐷𝐶𝑠
∗ refers to all event-years between 1 and 6. p-values from 1,000 draws of a wild-cluster 
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Goodman-Bacon 2018

We can verify this graphically as well: difference between high- and low-
AFDC states post- vs. pre- Medicaid. Particularly large increase of
non-white kids being covered by public insurance.

Figure 2. The Share of Children Using Public Health Insurance Before and After Medicaid 

 
Notes: The figure plots the share of children ages 0-19 who received medical services paid for by a means-tested public insurance 

program in the years before and after states implemented Medicaid. High- and low-eligibility states are defined by the median 

value of AFDC rates in the year states implemented Medicaid (𝐴𝐹𝐷𝐶𝑠
∗). Sources: AFDC cases are from Health and Human 

Services Caseload Data 1960-1999 (HHS 2012); population data are from 1960 population estimates (Haines and ICPSR 2005) 

and the Survey of Epidemiological End Results (SEER 2009); data on public insurance use are collected from various editions of 

“Recipients of Medical Vendor Payments Under Public Assistance Programs” and “Medicaid State Tables” (DHEW 1963-1976). 
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Goodman-Bacon 2018

Similarly we can obeserve this over time in relation to Medicaid
implementation year:

Figure 3. Medicaid Categorical Eligibility: The Rate of AFDC Receipt by Age and Race, December 1967 

 
Notes: The figure plots the estimated shares of white and nonwhite people of each age who received a payment from the Aid to 

Families with Dependent Children (AFDC) program in December 1967. The series are constructed by calculating the joint age 

and race distribution of AFDC recipients using the 1967 AFDC Study, multiplying it by the total number of AFDC cases in 

December 1967, and dividing by intercensal population estimates (U.S. Census Bureau 2001). AFDC receipt was the most 

common way that families qualified for Medicaid because of the requirement that welfare recipients be covered (“categorical 

eligibility”). The figure shows that categorical eligibility for Medicaid was about four times higher for children than for adults, 

and six times higher for nonwhite children than for white children. 
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Goodman-Bacon 2018

Regression estimates confirm all this. Large jump in child health care
coverage in high AFDC states following Medicaid implementation.

Figure 5. Regression-Adjusted Estimates of Medicaid’s Effect on Children’s Public Insurance Use 

 
Notes: The dependent variable is the estimated share of children ages 0-19 that received services covered by a means-tested 

public insurance program. The figure plots the estimated coefficient on interactions between time-to-Medicaid dummies 

(1{𝑡 − 𝑡𝑠
∗ = 𝑦}) and initial AFDC rates (𝐴𝐹𝐷𝐶𝑠

∗) in a regression model described in Section III. The year before Medicaid 

implementation is omitted, so the estimates are normalized to zero in that year. The model also includes state fixed effects, per 

capita income and hospital capacity variables, region-by-year fixed effects, and separate year fixed effects for each Medicaid 

timing group. The dashed lines are pointwise 95 percent confidence intervals based on standard errors clustered at the state level. 

The sample includes 645 state-year observations that have non-missing values for public insurance use between 1963 and 1976, 

except West Virginia (which, prior to Medicaid, reports numbers of recipients for whom premiums into a pooled medical fund 

were paid as opposed to actual utilization). The estimates are weighted by state populations ages 0-19, but a Hausman test cannot 

reject the null hypothesis that the weighted and unweighted estimates are equal (p-value = 0.54; Deaton 1997; Solon, Haider, and 

Wooldridge 2013). 
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Ok, now the big question. Did this increase in insurance lead to lower
child mortality?
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Looks like it across variety of specifications. Little effect in pre-medicaid
period, with substantial jump in post-medicaid.

43 

 

Table 3. Reduced Form Estimates: The Relationship between Initial AFDC Rates and Log 

Nonwhite Age-Adjusted Child Mortality by Specification, Coefficients × 100 

  (1) (2) (3) (4) (5) (6) 

 A. Grouped Event-Study Estimates 

Pre-Medicaid       

(Years -16 to -12)×𝐴𝐹𝐷𝐶𝑠
∗ -0.11 -0.006 -0.65 0.83 0.28 1.12 

 [0.37] [0.69] [0.67] [0.72] [0.77] [0.99] 

(Years -11 to -8)×𝐴𝐹𝐷𝐶𝑠
∗ -0.02 -0.008 -0.28 0.47 0.11 -0.15 

 [0.28] [0.4] [0.52] [0.46] [0.44] [0.85] 

(Years -7 to -2)×𝐴𝐹𝐷𝐶𝑠
∗ 0.07 0.17 -0.21 0.34 0.04 -0.60 

 [0.25] [0.24] [0.39] [0.26] [0.28] [0.69] 

Post-Medicaid       

(Year 0)×𝐴𝐹𝐷𝐶𝑠
∗ -0.07 -0.82 -0.53 -0.84 -1.06 -1.13 

 [0.2] [0.25] [1.1] [0.26] [0.43] [0.42] 

     (Years 1 to 4)×𝐴𝐹𝐷𝐶𝑠
∗ -0.67 -1.07 -1.64 -1.21 -1.14 -1.50 

 [0.22] [0.34] [0.56] [0.4] [0.4] [0.48] 

    (Years 5 to 9)×𝐴𝐹𝐷𝐶𝑠
∗ -0.82 -1.59 -1.58 -1.88 -1.78 -1.45 

 [0.35] [0.51] [0.51] [0.69] [0.49] [0.81] 

R2 0.78 0.96 0.86 0.97 1.00 0.95 

DD Test (p-value) 0.80 0.20 0.90 0.28 0.98 0.05 

       

 B. Difference-in-Differences Estimates 

Post-Medicaid×𝐴𝐹𝐷𝐶𝑠
∗ -0.75 -1.41 -1.27 -1.26 -1.57 -1.46 

 [0.24] [0.34] [0.43] [0.51] [0.47] [0.4] 

 Bootstrap p-value (0.06) (0.003) (0.001) (0.03) (0.002) (0.015) 

R2 0.78 0.96 0.86 0.97 1.00 0.96 

Observations 1,418 1,418 1,350 1,418 2,828 1,407 

Covariates 

High-

AFDC 

FE,  

Time-to-

Medicaid 

Dummies 

(1) + 

State FE, 

Medicaid-

timing-

by-year 

FE, 

region-

by-year 

FE, Xst 

(2), 

unweighted 

(2) + 

state-

specific 

linear 

trends 

Pooled 

Races, 

(2)*Nonwhite 

+ state-by-

year FE 

(2), IV 

using 

1958 

AFDC 

Rates 

Mortality Rate in t*-1 391.5 deaths per 100,000 
Notes: Panel A presents estimated coefficients on the interaction between groups of time-to-Medicaid dummies 

(1{𝑡 − 𝑡𝑠
∗ ∈ [𝑎, 𝑏]}) and the continuous value of initial AFDC rates. The estimates are multiplied by 100 to represent the effect in 

log points of a one percentage point difference in initial AFDC rates. Standard errors, clustered by state, are in brackets. The 

estimates are normalized to zero in the year before Medicaid implementation. Arizona is excluded because it implemented 

Medicaid in 1982, and Alaska and Hawaii are excluded because they are not measured in Vital Statistics data before 1959. New 

Jersey did not report race codes in 1962 or 1963, so I allocate total deaths by race using interpolated race share of deaths. 
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Goodman-Bacon 2018

Again, visualizing the effect is helpful.
Effect occurs relatiely quickly after Medicaid adoption.
Concentrated among non-white child mortality rates.

1 
 

Figure 6. Regression-Adjusted Estimates of Medicaid’s Intention-to-Treat Effect on 

Child Mortality by Race  

 
Notes: The dependent variable is the natural log of the age-adjusted mortality rate among children ages 0-14. The figure plots the estimated 

coefficients on interactions between time-to-Medicaid dummies (1{𝑡 − 𝑡𝑠
∗ = 𝑦}) and initial AFDC rates (𝐴𝐹𝐷𝐶𝑠

∗) from the regression 

model described in Section III. The year before Medicaid implementation is omitted, so the estimates are normalized to zero in that year. 

States observed more than 16 years before Medicaid (the latest implementing states) or more than 9 years after (the earliest implementing 

states) are grouped into endpoint dummies, and their coefficients are not shown. Alaska, Hawaii, and Arizona are omitted, and West 

Virginia is omitted from the white sample. The model includes state fixed effects, separate year fixed effects for each Medicaid timing 

group, per capita income and hospital variables, and region-by-year fixed effects. The broken lines are pointwise 95 percent confidence 

intervals based on standard errors clustered at the state level. Sources: Vital Statistics Multiple-Cause of Death Files, 1959-1979 (US 

DHHS and NCHS 2009); Haines and ICPSR (2005); SEER (2009).  
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Lets dig deeper. Where was the effect concentrated (and will this
make sense given our treatment)

Effect by age?
By cause of death
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Concentrated among very young kids (age 1-4)

Largest among Treatable and Internal causes of death.

48 

 

Table 7. The Relationship between Initial AFDC Rates and Log Nonwhite Child Mortality by Age and Cause, Coefficients × 100 

  (1) (2) (3) (4) (5) (6) (7) 

Dependent Variable is the 

log Mortality Rate for: 
Ages 1-4 Ages 5-9 Ages 10-14 

Internal 

Causes, Ages 

1-14 

External 

Causes, Ages 

1-14 

Treatable 

Causes, Ages 

1-14 

Untreatable 

Causes, Ages 

1-14 

 A. Grouped Event-Study Estimates 

Pre-Medicaid        

(Years -16 to -12)×𝐴𝐹𝐷𝐶𝑠
∗ -0.75 0.17 -1.31 -0.34 -0.96   

 [0.92] [0.86] [1.1] [0.88] [0.79]   

(Years -11 to -8)×𝐴𝐹𝐷𝐶𝑠
∗ -0.41 0.80 -0.47 0.11 -0.25   

 [0.89] [0.73] [1.05] [0.66] [0.88]   

(Years -7 to -2)×𝐴𝐹𝐷𝐶𝑠
∗ -0.77 0.75 -0.34 -0.15 -0.31 -0.35 0.73 

 [0.72] [0.71] [0.99] [0.77] [0.87] [0.89] [1.37] 

Post-Medicaid        

(Year 0)×𝐴𝐹𝐷𝐶𝑠
∗ -1.90 -1.38 -1.27 -1.05 -2.04 -1.22 -0.61 

 [1.06] [0.96] [1.29] [0.85] [0.97] [0.93] [1.58] 

     (Years 1 to 4)×𝐴𝐹𝐷𝐶𝑠
∗ -2.27 0.11 -0.57 -1.67 -0.90 -1.85 -0.63 

 [0.72] [0.82] [1.05] [0.68] [0.71] [0.78] [1.08] 

    (Years 5 to 9)×𝐴𝐹𝐷𝐶𝑠
∗ -3.38 -0.02 -0.77 -2.33 -1.83 -3.11 -0.30 

 [0.93] [0.91] [1.12] [0.72] [0.98] [0.78] [1.11] 

DD Test (p-value) 0.25 0.53 0.56 0.68 0.53 0.06 0.85 

        

 B. Difference-in-Differences Estimates 

Post-Medicaid×𝐴𝐹𝐷𝐶𝑠
∗ -2.23 -0.51 -0.13 -1.88 -0.96 -2.16 -1.09 

 [0.55] [0.40] [0.56] [0.41] [0.55] [0.51] [0.80] 

 Bootstrap p-value (0.001) (0.18) (0.81) (0.001) (0.12) (0.002) (0.28) 

Observations 1,362 1,305 1,279 1,349 1,357 929 849 

Rate in t*-1 153.5 58.5 55.1 48.0 39.2 35.7 12.3 

Notes: For details on the specification, see notes to figure 6. Columns 1 - 3 contain estimates for the log of age-group-specific mortality rates for nonwhite children. Columns 4 

and 5 contain estimates for the log of age-adjusted internal- and external-cause mortality rates (see notes to figure 4). Columns 6 and 7 contain estimates for the log of age-

Copyright The University of Chicago 2017. Preprint (not copyedited or formatted). 
Please use DOI when citing or quoting. DOI: 10.1086/695528

This content downloaded from 144.092.190.016 on October 27, 2017 07:28:13 AM
All use subject to University of Chicago Press Terms and Conditions (http://www.journals.uchicago.edu/t-and-c).

September 14, 2021 19 / 27



Goodman-Bacon 2018

Push even further on age aspect. When and why are young kids most
affected?
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Almost the entire effect is instantaneous at birth!

Figure 8. Regression-Adjusted Estimates of Medicaid’s Intention-to-Treat Effect on Cumulative  

Nonwhite Infant Mortality by Hour and Day of Death  

 
Notes: The figure plots DD estimates of Medicaid’s effect on nonwhite infant mortality rates that include the same covariates used in figure 6. The dependent variable is the log of 

the infant mortality rate before each hour (panel A) or day (panel B) during the first 27 days of life. Moving from left to right on the x-axis is equivalent to expanding the window 

in which mortality is measured. The rightmost estimate is therefore comparable to the effect on neonatal infant mortality rates from column 3 of table 4. Because mortality rates are 

calculated conditional on being born alive, the effect at “hour zero” is normalized to zero. Data on deaths by detailed hour and day are only available beginning in 1959. Sources: 

See notes to figure 6 and table 4. 
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Looking at effect over time by age group confirms this.
Figure 7. Regression-Adjusted Estimates of Medicaid’s Intention-to-Treat Effect on  

Nonwhite Child Mortality by Age 

 
Notes: See notes to figure 6. 
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Can this effect be explained by expansions/expenditures on other
social programs that could help child health?

Relates to initial quesiton of AFDC random assignment. High AFDC
implies high other social programs?

Food stamps, Head start, ect.?

September 14, 2021 23 / 27



Goodman-Bacon 2018

Medicaid effect clearly not driven by spending on other programs.

Figure 9. The Relationship between Medicaid Implementation and Health-Related Programs 

  
Notes: The figure plots estimated coefficients on interactions between Medicaid timing dummies and 𝐴𝐹𝐷𝐶𝑠

∗ in a regression 

model described in Section III. The dependent variable in panel A is funding per capita (in 2012 dollars), and the dependent 

variable in panel B is the number of cases per resident or the number of children who used public insurance per child ages 0-19 

(measured from 0-100). The sample for other program funds contains 1,008 observations on 48 states from 1959 to 1979. The 

results show that other federal health programs or programs that have been shown to affect health outcomes (Head Start: Ludwig 

and Miller 2007; Community Health Centers: Bailey and Goodman-Bacon 2015; Food Stamps: Almond, Hoynes, and 

Schanzenbach 2012) did not grow coincidentally with Medicaid in higher-AFDC states. Sources: National Archives Community 

Action Program and Federal Outlays Files, Public Health Service Reports, DHEW (1963-1976), and (HHS 2012). I thank Hilary 

Hoynes for sharing the Food Stamp caseload data. 
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Takeaways:

Mortality among nonwhite children on Medicaid fell by 20 percent (10
percent reduction in nonwhite mortality overall)
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Takeaways:
Aggregate costs and benefits.

Through 1976 cost $5.8 billion for all children.
Saved 2.3 million life-years among nonp-white children.
Translates to cost per life-year saved of $64,000, or per death of $1.83
million.
Infant deaths cheaper. Cost per infant death avoided is $160,000 for
nonwhites.
Much lower than similar estimates from 1980s Medicaid expansion
(Currie and Gruber 1996)
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However:

Valuing child (infant) lives can be particularly difficult for an economist.
A consideration: given an age distribution, if you can only save one life,
which would it be?

Infant at birth saves most life-years. (But then should we discouraging
abortion?)
Early career adult? Most investment with least return.
Prime age household head? Has most other people depending on them.
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Research Question:

Are Americans saving “optimally” for retirement?
BIG question. Ambitious. Difficult.
How much should someone have saved by the time they retire?
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Scholz Seshadri Khitatrakun 2006

Think of all the factors that affects your savings pattern over your
lifetime.

Can feel overwhelming to answer this question, but start simple and
build complexity.

Suppose you know you will live 80 years and earn $2.5 million. What
will spending path look like?

What happens if you add kids? Health shocks? Income growth?
Uncertainty? Government taxes and transfers?
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Why is it important?

Social Security (among others) exists as forced savings mechanism. Is
that necessary?
Broader question: Do people act “rationally” on big questions?
Savings statements often difficult to interpret directly. Current savings
rate is 6.6%. Median 65 year-old has $209k in non-pension wealth
(SCF) and will live about 20 years. Should they have saved more?
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How do they do it?

Use panel data from the 1992 HRS (ages 51-61) along with earnings
records.
Model optimal wealth accumulation.

Parameterize from other papers, solve model.
Then fill in realized values from HRS, compare to optimal values.
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How do they do it?

Model features:

Dynamic choice model of utility maximization, longevity uncertainty.
Given kids, marital status, retirement, risk preferences.
Expecations on wages, health expenditures, consumption floor (SSI),
bequest.
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Solve model recursively. Retired households problem:

optimal savings for retirement 617

B. Recursive Formulation of the Life Cycle Problem

We solve the life cycle problem backward from age D, given the terminal
condition at that age. There are two sources of uncertainty in retire-
ment—life span and medical expenses. We start by describing the prob-
lem for retired married households. The problem for retired single
households is dealt with in a similar fashion.

1. The Retired Household’s Problem13

A retired household between the ages of and D obtains incomeR � 1
from social security, defined-benefit pensions, and preretirement assets.
The dynamic programming problem at age j for a retired married house-
hold with both members alive at the beginning of age j is given by

cjV (e , E , a , j, m , 3) p max n UR R R j j j ( ){ nc ,a jj j�1

� bp p V (e , E , a , j � 1, m , 3)dQ (m Fm )hj wj� R R R j�1 j�1 j j�1 j

mj�1
� bp (1 � p ) V e , E , a , j � 1, , 1 dQ (m Fm )hj wj � R R R j�1 j j�1 j( )2

mj�1
� bp (1 � p ) V e , E , a , j � 1, , 2 dQ (m Fm ) (2)wj hj � R R R j�1 j j�1 j( ) }2

subject to

y p SS(E ) � DB(e ) � ra � T (e , E , a , n , m ),R R j R R R j j j

c � a � m p y � a � t(W(SS(E )) � DB(e ) � ra ). (3)j j�1 j j j R R j

In equation (2), denotes the present discountedV (e , E , a , j, m , 3)R R R j j

value of maximized utility from age j until the date of death; V (e ,R R

denotes the corresponding value in the followingE , a , j � 1, m , 3)R j�1 j�1

year; b is the discount factor on future utilities; and and denotep phj wj

the probability of survival between ages j and for the householdj � 1
head and the spouse, respectively. Medical expenses are drawn from the
Markov processes for married households.14 Total earningsQ (m Fm )j j�1 j

up to the retirement period are denoted by , and the lastRE { � eR jjpS

13 To define a household’s retirement date for those already retired, we use the actual
retirement date for the head of the household. For those not retired, we use the expected
retirement date of the person who is the head of the household.

14 Medical expenses for married households that become single are assumed to be half
of those drawn from the distribution for married couples.
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Choices: consumption cj and assets aj+1 subject to budget constraint.

State variables: earnings eR , lifetime earnings ER , Assets aj , age j ,
medical expenses m, household composition (3 for both alive).

Continuation probabilities p and discount factor β. Certain death at
age D, but uncertainty in living until then.
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Working Household Problem:

618 journal of political economy

earnings draw at the age of retirement is . Note that and do note E eR R R

change once the household is retired. The integers in the last argument
of the value function signify that only the husband is alive (1), only the
wife is alive (2), or both the husband and wife are alive (3) at the
beginning of the period.

2. The Working Household’s Problem

We assume that households incur no out-of-pocket medical expenses
prior to retirement and face no preretirement mortality risk. Therefore,
the dynamic programming problem for working households has two
fewer state variables than it does for retired households. Between ages
S and R, the household receives an exogenous earnings draw . Givenej

earnings and assets, the household decides how much to consume and
save. The decision problem is

V(e , E , a , j) pj j�1 j

c jmax n U � b V(e , E , a , j � 1)dF(e Fe ) (4)j � j�1 j j�1 j j�1 j( ){ }nc ,a jj j�1

subject to

y p e � ra � T(e , a , n ),j j j j j j

c � a p y � a � t(e � ra ),j j�1 j j j j

and

E p E � e .j j�1 j

Note that during working years, the earnings draw for the next period
comes from the distribution Fj conditional on the household’s age and
current earnings draw. The solution to this problem yields the decision
rule that we denote . We assume that each house-a p G(e , E , a , j)j�1 j j�1 j

hold begins life with zero assets.
At age R the household knows that in the next period it will cease

working and begin receiving income from social security and defined-
benefit pensions. The recursive representation of the optimization prob-
lem at age R must reflect the fact that the future utility value is given
by . See Scholz, Seshadri, and Khitatrakun (2004,V (e , E , a , R, m , n )R R R R R R

sec. II.2.2) for details.
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Choices: consumption cj and assets aj+1 subject to budget constraint.

Similar state variables: earnings, assets, age. No medical expenses or
mortality risk.

Retirement age R is known.
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Earnings process is exogenous in this model: quadratic function of
age, household-specific component, and a random component.

Note that the transfer function has a consumption floor (SSI) in
retirement:

620 journal of political economy

hold income taxes between 1966 and 1989.17 We use the 1966 parameters
for years before 1966 and the 1989 parameters for 1990 and 1991.

Transfers.—We model the cumulative benefits from public income
transfer programs using a specification suggested by Hubbard et al.
(1995). Specifically, the transfer that a household receives while working
is given by

njT(e , a , n ) p max 0, c # � [e � (1 � r)a ] ,j j j j j{ }g(1, 2)

whereas the transfer that the household will receive upon retiring is

T (e , E , a , n , m ) pR R R j j j

njmax 0, c # � m � [SS(E ) � DB(e ) � (1 � r)a ] .j R R j{ }g(1, 2)

This transfer function guarantees a pretax income of , which we setc
on the basis of parameters drawn from Moffitt (2002).18 Subsistence
benefits ( ) for a one-parent family with two children increased sharply,c
from $5,992 in 1968 to $9,887 in 1974 (all in 1992 dollars). Benefits
have trended down from their 1974 peak: in 1992 the consumption
floor was $8,159 for the one-parent, two-child family. We assume through
this formulation that earnings, retirement income, and assets reduce
public benefits dollar for dollar.

Social security and defined-benefit functions.—We calculate a close ap-
proximation of each household’s social security entitlement making use
of the social security earnings records. Households in the model expect
the social security rules in 1992 to prevail and develop expectations of
social security benefits that are consistent with their earnings expecta-
tions. Details concerning the social security calculations are given in
online Appendix B.

17 Estimated parameters, e.g., in 1989 are , , and . Ina p 0.258 a p 0.768 a p 0.0310 1 2

this framework, corresponds to a lump-sum tax with ; when ,a p �1 t(y) p �a a a r 01 0 2 1

the tax system converges to a proportional tax system with . For , we havet(y) p a y a 1 00 1

a progressive tax system.
18 The in the model reflects the consumption floor that is the result of all transfersc

(including, e.g., supplemental security income). Moffitt (2002) provides a consistent series
for average benefits received by a family of four. To proxy for the effects of all transfer
programs, we use his “modified real benefit sum” variable, which roughly accounts for
the cash value of food stamps, Aid to Families with Dependent Children (AFDC), and
Medicaid guarantees. We weight state-level benefits by population to calculate an average
national income floor. We use 1960 values for years prior to 1960 and use the equivalence
scale described above to adjust benefits for families with different configurations of adults
and children. We confirm that the equivalence scale adjustments closely match average
benefit patterns for families with different numbers of adults and children using data
from the Green Book (1983, 259–60, 301–2; 1988, 410–12, 789).
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Medical Expenses similar to earnings process: household-specific
component, quadratic in age, and a random component.

622 journal of political economy

Out-of-pocket medical expenses.—The specification for household medi-
cal expense profiles for retired households is given by

2log m p b � b AGE � b AGE � u ,t 0 1 t 2 t t

2u p ru � e , e ∼ N(0, j ),t t�1 t t e

where is the household’s out-of-pocket medical expenses at time tmt

(the medical expenses are assumed to be $1.00 if the self-report is zero
or if the household has not yet retired), AGEt is the age of the household
head at time t, is an AR(1) error term, and et is white noise. Theut

parameters to be estimated are b0, b1, b2, r, and je.
We estimate the medical expense specification for four groups of

households: (1) single without a college degree, (2) single with a college
degree, (3) married without a college degree, and (4) married with a
college degree. We use the 1998 and 2000 waves of the HRS, which
provide medical expense information on households aged 27–106.20 We
use the age and education of the head of the household in the empirical
model. Results are given in Section C of Appendix A. The persistence
parameters for medical shocks cluster tightly between 0.84 and 0.86
across groups. The variance of shocks is lower for households with
greater education within a given household type (married or single),
presumably reflecting higher rates of insurance coverage for households
with college degrees relative to others.

Some readers might be concerned that medical price inflation or
perhaps high anticipated future substantial out-of-pocket, end-of-life
medical or nursing home expenses would make current HRS data poor
measures for needed future out-of-pocket medical expenses.21 In the
sensitivity analysis, therefore, we also model the possibility that all house-
holds face a 5 percent chance of having four consecutive years (prior
to death) of incurring $60,000 of out-of-pocket medical expenses, keep-
ing all other aspects of the model the same.22

20 Older cohorts from the AHEAD and two new cohorts were added to the HRS in 1998,
which gives us a broader range of ages to estimate medical expense profiles after retire-
ment. These new cohorts were not matched to their social security earnings records, so
they cannot be used for our baseline analysis.

21 Kopczuk (2005) examines exit interviews from the HRS/AHEAD and finds that end-
of-life expenses average 12.4 percent of the value of the estate (45.5 percent with funeral
expenses). For those with estates greater than $295,888 (in 1992 dollars), the correspond-
ing numbers were just 1.3 percent and 2.8 percent.

22 According to the 2002 MetLife Market Survey on Nursing Home and Home Care
Costs, $60,000 is roughly the national average for a full year of nursing home care in a
private room. Brown and Finkelstein (2004, table 1) estimate that men (women) have a
27 (44) percent probability of using a nursing home. The average stay for men (women)
is 1.3 (2.0) years. For men (women) who enter a nursing home, 5 (12) percent of the
stays last five or more years.

This content downloaded from 144.092.191.216 on September 24, 2019 05:57:18 AM
All use subject to University of Chicago Press Terms and Conditions (http://www.journals.uchicago.edu/t-and-c).
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HRS Descriptive statistics: Median household (56 years old) has about
$217,000 in wealth.

612 journal of political economy

TABLE 1
Descriptive Statistics for the Health and Retirement Study (Dollar Amounts in

1992 Dollars)

Variable Mean Median
Standard
Deviation

1991 earnings $35,958 $28,976 $39,368
Present discounted value

of lifetime earnings $1,718,932 $1,541,555 $1,207,561
Defined-benefit pension

wealth $106,041 $17,327 $191,407
Social security wealth $107,577 $97,726 $65,397
Net worth $225,928 $102,600 $464,314
Mean age (years) 55.7 4.7
Mean education (years) 12.7 3.4
Fraction male .70 .46
Fraction black .11 .31
Fraction Hispanic .06 .25
Fraction couple .66 .48
No high school diploma .22 .41
High school diploma .55 .50
College graduate .12 .33
Postcollege education .10 .30
Fraction self-employed .15 .35
Fraction partially or fully

retired .29 .45

Source.—Authors’ calculations from the 1992 HRS. The table is weighted by the 1992 HRS household analysis
weights.

random-effect assumptions with homoskedastic errors to estimate equa-
tion (1).

We estimate the model separately for four groups: men without a
college degree, men with a college degree, women without a college
degree, and women with a college degree. In the online Appendix B
we present details of the empirical earnings model and coefficient es-
timates from that model, and we describe our Gibbs sampling procedure
that we use to impute earnings for individuals who refuse to release or
who have top-coded social security earnings histories.6 Our approach is
appealing in that it uses information from the entire sequence of in-
dividual earnings, including uncensored W-2 data from 1980–91, to im-
pute missing and top-coded earnings.

Table 1 provides descriptive statistics for the HRS sample. Mean (me-
dian) earnings in 1991 of HRS households are $35,958 ($28,976),
though note that 29 percent of the sample was partially or fully retired
when interviewed in the 1992 HRS. The mean (median) present dis-
counted value of lifetime household earnings is $1,718,932

6 We repeated our central empirical analyses dropping individuals who refused to release
their social security records and generated results nearly identical to those reported in
the paper. Brief details are given in the sensitivity analysis, Sec. IVE.
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Wealth Distribution:

Fig. 1.—Median defined-benefit pension wealth, social security wealth, and net worth (excluding defined-benefit pensions) by lifetime earnings decile
(1992 dollars).
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Comparison of optimal and realized wealth.

Only 16% of households below optimal wealth target.

Over-savers more likely high-earners.

TABLE 2
Optimal Net Worth (Excluding Social Security and Defined-Benefit Pensions) and the Percentage of Population Failing to Meet

Optimal Targets (Dollar Amounts in 1992 Dollars)

Group

Median
Optimal
Wealth
Target

(1)

Mean
Optimal
Wealth
Target

(2)

Percentage
below

Optimal
Target

(3)

Median
Deficit

(Conditional)
(4)

Median
Net

Worth
(5)

Median
Social

Security
Wealth

(6)

Median
Defined-Benefit

Pension
Wealth

(7)

All households $63,116 $157,246 15.6% $5,260 $102,600 $97,726 $17,327
No high school diploma 20,578 70,711 18.6 2,632 36,800 72,561 0
High school diploma 63,426 139,732 15.6 5,702 102,885 97,972 21,290
College degree 128,887 243,706 12.7 14,092 209,616 127,704 60,752
Postcollege education 158,926 333,713 13.2 23,234 253,000 129,320 152,781
Earnings decile:

Lowest 2,050 48,445 30.4 2,481 5,000 26,202 0
2nd 13,781 55,898 28.7 3,328 25,500 42,159 0
3rd 26,698 84,582 21.8 5,948 43,485 57,844 0
4th 43,566 123,441 19.4 4,730 75,000 77,452 14,830
Middle 53,709 128,285 16.9 6,979 90,000 94,929 29,497
6th 76,462 131,565 10.8 10,000 124,348 119,011 45,613
7th 80,402 154,891 9.9 11,379 128,580 133,451 56,033
8th 101,034 180,643 5.5 21,036 167,000 151,397 71,373
9th 136,075 238,186 4.4 5,206 226,000 163,639 104,657
Highest 238,073 463,807 5.4 25,855 393,000 202,659 126,998

Source.—Authors’ calculations as described in the text.
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Scatterplot of observed vs. optimal wealth:
626 journal of political economy

Fig. 2.—Scatter plot of optimal and actual wealth. Observed net wealth is constructed
from the 1992 HRS. Optimal net worth comes from solving the baseline model described
in the text.

A. Are Households Preparing Optimally for Retirement?

Figure 2 gives a scatter plot of optimal net worth against actual net
worth, for HRS households with optimal and actual net worth between
$0 and $1,000,000. The curved line gives a cubic spline of the median
values of observed and optimal net worth.25 If household net worth was
exactly the same as optimal net worth, the ordered pairs of actual and
optimal net worth for the HRS sample would map out the 45-degree
line. In fact, the ordered pairs cluster just below the 45-degree line. The
scatter plot gives striking visual evidence that most HRS households
have saved at or above their optimal retirement targets.

A second striking aspect of figure 2 is that it illustrates how a well-
specified life cycle model can closely account for variation in cross-
sectional household wealth accumulation. A linear regression of actual
net worth against predicted net worth and a constant shows that the
model explains 86 percent of the cross-household variation in wealth
(i.e., the is 86 percent).2R

Column 3 of table 2 shows the fraction of HRS households with wealth
deficits, broken out by educational attainment and lifetime earnings
deciles. Overall, 15.6 percent of the HRS sample has deficits (their net
worth, excluding defined-benefit pensions and social security, is less than

25 The median band is smoothed by dividing households into 30 groups on the basis of
observed net worth. We use Stata’s “connect(s) bands(30)” option for the figure.
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Savings adequecy by earnings decile:

Fig. 3.—Distribution of “saving adequacy” (observed minus simulated optimal net worth, excluding defined-benefit pensions, by lifetime earnings
decile, 1992 dollars).
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Sensitivity analysis:

Simple savings models increase fraction of under-savers (but worse
model fit)

Parameter alterations change prediction (no surprise) – but never
more than half are under-savers.

optimal savings for retirement 633

TABLE 4
Alternative Models and Sensitivity Analysis

Parameter Value

Percentage
Failing to Meet
Optimal Target

Measure of
Fit: (%)2R

Deficit Conditional
on Failing to Meet

Optimal Target
(1992 Dollars)

Baseline: , ,b p 0.96 g p 3 r p
4% 15.6 86.0 5,260

A. Alternative Models

Naive:
Save a constant fraction of Yt 71.9 15.5 114,335
Save an income- and age-

varying fraction of Yt 75.7 15.8 160,676
Modigliani (annual consump-

tion a function of lifetime
resources) 48.7 6.5 89,129

Constant a 35.1 45.2 30,411
Regression with 41 years of

earnings 59.4 29.2 109,212
Regression with quadratic terms

for 41 years of earnings 60.2 35.3 101,229
Monte Carlo draws on earnings

sequences 32.2 45.2 28,623

B. Parameter Sensitivity of Baseline Model

b p 1.0 21.1 87.7 5,483
b p 0.93 11.9 83.6 5,919
r p 5% 20.0 87.2 5,500
r p 7% 35.9 76.7 15,955
g p 1.5 11.8 91.9 4,699
g p 5 31.6 85.9 9,087
r p 0.9 25.8 69.1 16,103
5% chance of 4 years of

$60,000 end-of-life medical
expenses 20.5 85.1 4,800

Source.—Authors’ calculations as described in the text.

The simplest model we examined assumes that households save a
constant fraction of their income, independent of their income or age.
We iteratively sought the saving rate that maximized the goodness of
fit measure, . The fit-maximizing saving rate is 14.7 percent, and the2R
model explains 15.5 percent of the 1992 cross-sectional distribution of
wealth in the HRS. A naive model with age-varying and income-varying
saving rates, in this case drawn from the parameters estimated in Dynan,
Skinner, and Zeldes (2004, table 3, col. 6), explains 15.8 percent of the
variation in retirement wealth. The original formulation of the life cycle
model (Modigliani and Brumberg 1954) in which households consume
a constant real, discounted fraction of permanent income explains 6.5
percent of the variation in retirement wealth. It is clear that the aug-
mented life cycle model presented in this paper, which explains 86.0

September 24, 2019 15 / 17



Scholz Seshadri Khitatrakun 2006

Takeaways:

Little evidence of chronic undersaving in the US.
Life-cycle model can explain 87 percent of variation in wealth for
married households.
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Other Comments:

This focused on the Great-Depression generation. Do results still hold
up for more recent generations? (Yes through 2004)
Does value of consumption change as you age? (this could lead to
more over-savers)
Note: saving is never actually observed in data. Rate of return
assumed but could vary systematically (esp. by income). Did this
generation get lucky?
Interesting interaction with social security for lower-wealth households.
Large portion of retirement wealth is forced. Would they compensate if
this were reduced?

September 24, 2019 17 / 17



Framing Social Security Reform: Behavioral
Responses to Changes in the Full Retirement

Age
Luc Behaghel and David Blau
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Social Security

▶ People can begin claiming Social Security benefits at any time
between 62 and 70.

▶ The financial benefit from delay is constant

▶ Yet we see large claiming spikes at 62 and 65 (FRA). Why?

2 / 11



Social Security

▶ Social Security frames benefits relative to “Full Retirement Age”.
Used to be 65 but has shift upwards.

▶ Research Question: How does calling an age the “Full Retirement
Age” change claiming behavior

▶ Taken as suggestion?
▶ Implicit advice?
▶ Reference point with loss aversion?
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Social Security

▶ What do they do?

▶ Social Security changed the FRA (gradually) from 65 to 66.

▶ Look at how claiming behavior changes in response to this policy
change.
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Social Security

▶ Here are Social Security benefits as a function of claiming age

▶ Policy change across cohorts:

voL. 4 no. 4 43BEhAghEL And BLAU: FRAming SociAL SEcURiTy REFoRm

1943, the increase in the FRA did not change the slope of the benefit-claiming-age 
schedule in the vicinity of the FRA.3 So there is no economic incentive for someone 
who, for whatever reason, would have retired or claimed the benefit at 65 if the 
FRA had not changed, to instead do so at his FRA of 65 and 2 months, or 65 and 
4 months, etc. If the spike in retirement or benefit claiming at age 65 shifts across 
cohorts in parallel with the increase in the FRA, explanations based on the standard 
life-cycle framework would be unable to account for this. This would point toward 
behavioral economic explanations.

Our first contribution in this paper is to estimate the effect of the increase in the 
FRA on the hazard of exiting employment and the hazard of claiming the OASI 
benefit. Several recent studies have estimated the effect of the increase in the FRA 
on the timing of labor force exit or benefit claiming (Blau and Goodstein 2010; 
Kopczuck and Song 2008; Mastrobuoni 2009; Pingle 2006; Song and Manchester 
2008), but none have focused specifically on the impact on the spike in retirement at 
65. In the first part of the paper, we use data from the Health and Retirement Study 
and the Longitudinal Employer-Household Dynamics data to analyze changes in 
the retirement and claiming hazards across cohorts. We find strong evidence that 
the spike in the OASI benefit claiming hazard moved in lockstep along with the 

3 The implied benefit cut is the same at all claiming ages up to and including the FRA except between 62 and 63. 
The benefit cut implied by a one year increase in the FRA is 5 percent if the benefit is claimed between 62 and 63, 
and 6.67 percent if the benefit is claimed between 63 and 66. Another reform enacted in 1983 gradually increased the 
delayed retirement credit (DRC), the slope of the benefit-claiming-age profile after the FRA, from 1 percent for those 
turning 62 in 1981 to 8 percent for those turning 62 in 2005. The benefit cut implied by a one year increase in the FRA 
for an individual who claims the benefit after the FRA is equal to the DRC for his cohort. The loss in expected present 
discounted value of lifetime benefits from delaying claiming from 65 to 66 is about two percent at a real interest rate of 
3 percent, using US life table mortality rates. There is a similar loss for delaying claiming past age 66.

80

100

120

140

62 64 66 68 70

Age

born_1924  born_1937

born_1943

Figure 1. Relationship between Social Security Benefit Claiming Age and Benefit 
Level as a Percent of the Primary Insurance Amount for Three Birth Cohorts

note: Primary insurance amount is the benefit amount when claimed at the full retirement age.

Source: Authors’ calculation from Social Security rules

5 / 11



Social Security
▶ Here is how claiming distribution changed across cohorts
▶ Dotted line is control group

50 AmERicAn Economic JoURnAL: Economic PoLicy novEmBER 2012
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Figure 2. Social Security Benefit Claiming Hazard

notes: The graphs show the average monthly claiming hazard rates for pre- and post-reform cohorts. The claiming 
hazard rate is defined as the probability of claiming at a given age, conditional on not having claimed previously. 
Age is measured at a bimonthly frequency; e.g., age 65 denotes age 65 0/12 to 65 1/12. In each graph, the dotted 
line depicts the claiming hazard for workers born between 1931 and 1936. For each cohort, the vertical lines indi-
cate age 62, age 65, and the FRA (if different from age 65). 6 / 11



Social Security

▶ Estimating Equation:
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depicts the average claiming hazard for workers born between 1931 and 1936. As 
shown by previous studies, there is a first spike in the hazard at or just after the early 
claiming age (62) and a second larger spike at the FRA (65).15 About 20 percent of 
workers in these cohorts claim at 62, and 30 percent of those who have not claimed 
before 65 claim at 65. For each cohort, the vertical lines indicate age 62, age 65, 
and the FRA (if different from age 65). The 1937 cohort is displayed separately, to 
demonstrate that there were no major shifts in behavior for the last “control” cohort. 
There is clear evidence that the spike in the claiming hazard moves in lockstep along 
with the FRA. The spike at age 65 does not completely disappear for the treated 
cohorts, but it becomes progressively smaller. Very similar patterns appear when 
men and women are disaggregated (not shown). These results confirm the findings 
of Song and Manchester (2008), based on administrative data.

Regression analysis is useful here to summarize the graphical evidence and to 
quantify the impact of the FRA. We adopt the following difference-in-difference 
specification:

(1)  P  iac  = θFR A iac  +  x iac  γ +  β a  +  δ c  +  ε iac  ,

where Piac is an indicator variable equal to one if individual i born in cohort c claims 
at age a (in months), conditional on not having claimed previously. FRA is the indi-
cator variable for age a being his FRA, xiac is a set of individual controls, and full 
sets of cohort and age dummies are included ( β a  ,  δ c ). The age 65 coefficient (one of 
the β  s) captures the part of the spike that is not explained by the fact that 65 is the 
FRA for cohorts up to 1937. The parameter of interest θ is identified by the inter-
action of age and cohort, under the assumption that the control variables capture 
any non-FRA-related motives to claim at the FRA. Results are shown in Table 1. 
The four columns differ by the estimation sample or the controls. Column 1 has no 
controls other than age and cohort effects, and restricts the analysis to ages 64 to 
65 11/12. Reaching the FRA increases the claiming hazard by 14 percentage points. 
The effect is statistically highly significant, and robust to the inclusion of controls 
and to changes in the estimation sample (columns 2 to 3). Column 4 includes an indi-
cator for whether the individual is subject to the Social Security earnings test (SSET) 
given his age and birth year. This is intended to control for elimination of the SSET 
in 2000 for individuals at or above the FRA. This reform had a  noticeable effect on 
claiming, but accounting for this policy change does not affect the estimated impact 
of the FRA. Quantitatively, the estimated impact of the FRA is sizeable: the average 
claiming hazard at age 65 is around 30 percent for cohorts born between 1931 and 
1937; more than 40 percent (14/30) of the claims occurring at that age for the con-
trol cohorts can therefore be explained by the fact that 65 is their FRA.

Turning to labor force exit behavior, Figure 3 shows that the increase in the FRA 
resulted in a progressive fall in the age 65 spike in the labor force exit hazard. However, 
there is no systematic evidence of new spikes at the FRA for cohorts born after 1937. 

15 The spike at age 62 is slightly after age 62 because benefits are payable beginning in the first month in which 
a person is 62 throughout the whole month, unless the person was born on the first or second day of the month (see 
Kopczuk and Song 2008, for discussion).
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Social Security

▶ Finds that picking an age as the FRA increasing claiming at that
age by about 14 percent.

52 AmericAn economic JournAl: economic policy november 2012

Columns 1 to 4 in Table 2 use the same specifications as in Table 1. The impact of the 
FRA is smaller than for claiming, but is positive and significantly different from zero. 
For cohorts born before 1937, the mean monthly hazard of labor force exit at age 65 
is 4.6 percent. Roughly 20 percent of this spike (0.9/4.6) can be explained by the fact 
that 65 is the FRA for these cohorts. As previously shown by Baker and Benjamin 
(1999) for the case of Canada, the effect of Social Security reform on benefit claiming 
behavior can significantly differ from the effect on labor force participation and retire-
ment behavior. It is common to work after claiming and to move in and out of the labor 
force, but claiming is a one-time event. There may also be more measurement error in 
the reports of the timing of labor force exit, as it may not be as salient as claiming. 16

Figure 4 presents evidence on the monthly hazard of entry to self-reported retire-
ment, comparable to Figures 2 and 3. The results are in between. There is some rea-
sonably strong evidence of a shift in the spike for cohorts born after 1939,  consistent 
with an effect of the FRA on retirement decisions. However, the spike at the old 
FRA (age 65) persists for some of these cohorts. The regression results (Table 3) are 
very imprecise. The point estimate implies a smaller FRA impact than for  claiming 

16 Results based on a smaller sample that eliminates temporary withdrawals from the labor force (three months 
or less) gave very similar results. Note that the monthly hazard rate of labor force exit is much smaller than the 
monthly hazard of Social Security claiming. For example, at age 65 the latter is equal to about 0.4 for claiming 
but only 0.02 for employment for the 1931–1936 birth cohorts (compare Figures 2 and 3). Some of this difference 
could be due to measurement error in constructing a monthly labor force history from retrospective between-wave 
questions. However, claiming can occur before, after, or at the same time as labor force exit, so there is no reason 
why the levels of the two hazards should be of the same order of magnitude.

Table 1—Impact of the FRA on OASI Benefit Claiming Hazard

Claiming social security (OASI) benefits

(1)  (2)  (3) (4)

FRA 13.8*** 13.6*** 13.3*** 13.6***
(1.9) (1.9) (1.9) (1.9)

SS earnings test removal 3.2***
(1.0)

Controls No Yes Yes Yes
Age range 64–66 64–66 62–66 64–66

Observations  25,801 25,801 89,348 25,801
r² 0.146 0.154 0.162 0.155

notes: FRA is a dummy variable equal to 1 if the current month is the FRA and zero other-
wise. The coefficients measure the percentage point increase in the SS benefit claiming monthly 
hazard at the FRA. See equation (1) for the specification. The dependent variable is a dummy 
for claiming social benefits in the current month. The sample includes all person-months from 
age 62 to 70 in which an individual had not yet claimed. Cases that claimed before age 62 are 
excluded. The models were estimated by OLS with standard errors clustered by individuals. 
Each regression includes a full set of monthly age dummies and birth cohort dummies. Controls 
in columns 2–5: race, sex, marital status, education, health, health insurance coverage, retiree 
health insurance coverage, pension coverage, pension type, household wealth, average hourly 
earnings, and measures of cognitive capability, planning horizon, and risk aversion. Sample: 
HRS waves 1992–2008, cohorts born in 1932–1941. Age range included in the regression dif-
fers by column. 

*** Significant at the 1 percent level.
 ** Significant at the 5 percent level.
  * Significant at the 10 percent level.
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Social Security
▶ How did policy change retirement behavior?
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to the results reported in Figures 2–4, but the visual impression from these figures is of effects much larger than 
1–3 percent.
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Figure 4. Hazard of Retirement

notes: See notes to Figure 2. To keep the same scale on the vertical axis for 1942 as for other birth cohorts, the haz-
ard rate at age 65 10/12 has been arbitrarily set at 0.2. The observed value is 0.6 (over only 5 individuals). The haz-
ard of retirement is defined as the probability of reporting being retired in a given month, conditional on not having 
reported being retired previously.

9 / 11



Social Security

▶ Estimate: still increased by 1.1 percent

▶ But much smaller than claiming change

56 AmERicAn Economic JoURnAL: Economic PoLicy novEmBER 2012

Finally, as noted in Section II, it has been difficult to rule out Medicare as a cause 
of the age 65 spike in labor force exit. If Medicare is an important cause of the age 
65 spike, then the spike should not disappear entirely when the FRA moves away 
from 65. The evidence presented in this section shows that the age 65 spikes in labor 
force exit and self-reported retirement gradually, if irregularly, disappeared as suc-
cessive post-1937 birth cohorts reached age 65. However, these results pertain to the 
entire population, while the availability of Medicare at 65 may be important only 
for the subpopulation without retiree benefits from their employer-provided health 
insurance plan. When we limit the analysis to this subpopulation, the results are very 
close to those of Table 1, although they are much less precisely estimated because 
of the smaller sample. Overall, the results suggest at most a minor role for Medicare 
in explaining the age 65 spike.

IV. Distinguishing among Behavioral Economic Explanations

Results from Section III provide strong evidence that OASI benefit claiming 
behavior has been influenced by the increase in the FRA, and weaker evidence 
that the same is true of labor force participation. As argued in Section II, this 
finding leaves behavioral factors as likely explanations. However, as stressed by 
Kahneman (1999) and Featherstonehaugh and Ross (1999), loss aversion is only 
one of the potential behavioral explanations: the implicit advice or endorsement of 
the FRA by the SSA as a “normal” retirement age is another one. A third possible 
explanation is that the FRA has become a “social norm,” because it is followed 
by the majority. Conceptually, these three leading explanations are different. Loss 
aversion is a form of non-standard preferences, whereas allowing one’s behavior 
to be governed by advice or by social norms are forms of non-standard decision   

Table 3—Impact of the FRA on the Hazard of Retirement

Retirement

(1)  (2)  (3) (4)

FRA 1.5 1.1 1.1 1.1
(1.6) (1.6) (1.6) (1.6)

SS earnings test removal 2.2**
(1.1)

Controls No Yes Yes Yes
Age range 64–66 64–66 62–66 64–66

Observations 16,387 16,387 16,387 16,387
R² 0.056 0.082 0.085 0.083

notes: See notes to Table 1. The dependent variable is a dummy equal to one if the current month 
corresponds to the respondent’s self-reported retirement age. The sample includes all person-
months prior to the date at which the individual reported retiring. Cases that gave longitudinally 
inconsistent reports are excluded. 

*** Significant at the 1 percent level.
 ** Significant at the 5 percent level.
  * Significant at the 10 percent level.
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Social Security

▶ They also separate their sample based on a cognitive ability score

▶ Find greater FRA effect among the higher cognitive group

▶ Overall, study suggests Social Security framing matters
considerably on claiming behavoir
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